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�Abstract



The subject of this paper is cognitive analysis of the dynamic scene: on the base of the identified motions of objects and calculated trajectory attributes we need to analyse, evaluate and reconstruct behaviours implementing artificial intelligence methods. The system presented in the paper uses the qualitative modelling method, based on the model of space and time and incomplete domain background knowledge, in the process of discovering qualitative behaviour patterns. The resulting qualitative model of the dynamic scene is the base for the comparative analysis, data interpretation and system simulation.



1. Introduction



Dynamic scene analysis has traditionally been quantitative and typically generates large amounts of temporally evolving data. Recently, increasing interest has been shown in higher-level approaches to representing and reasoning with such data using conceptual and qualitative approaches [1], [4]. These methods are the part of the system we are proposing in this paper.



This paper presents research in the development of the dynamic vision system formally presented in [3]. It deals with the problem of the interpretation of object behaviour in the scene. Problem description is given in section 2. In section 3 we describe the system which can be implemented as the solution for the object behaviour analysis problem, based on the quantitative data from the existing tracking application [6], [7] and background knowledge. Section 4 introduces the model of space and time which is the base for data hierarchical grouping described in section 5. The grouping algorithm based on the complex attributes rather than simple one can be considered as conceptual grouping and together with qualitative spatial simulation is the base for the generation of behaviour explanations and predictions.



2. The problem of the objects behaviour analysis and interpretation



The problem this work is focusing on is the cognitive phase of the laboratory animal behaviour analysis (as a part of the pharmacological tests): on the base of the detected object motion and computed trajectory attributes, implementing artificial intelligence methods, we need to analyse, evaluate and predict object behaviours [6], [7]. 	Each of the object trajectories is the sequence of attribute vectors. Attribute vectors describe position and orientation information in each of the trajectory points during objects motion. Orientation is computed on the base of position change. Trajectory for the object present in the scene for n consecutive frames is described with an n-tuple that presents 2D picture coordinates and orientation in equal time intervals:

Ti = ((x1,y1,(1),(x2,,y2,(2),...,(xk-1,yk-1,(k-1),

(xk,yk,(k),...,(xn-1,yn-1,(n-1),(xn,yn,(n))                      (1)



3. The system for the objects behaviour analysis based on qualitative modelling



In this section we propose a solution for solving the problem of the object behaviour analysis, based on the quantitative data obtained by the existing tracking process [6], [7] and the background knowledge. The background knowledge consists of the behaviour attributes and the set of characteristic behaviours chosen by problem domain expert.



The system for the behaviour analysis consists of several main modules (Figure 1):

( The existing tracking process [7]:

Object motion description obtained by the tracking process is the input data for the quantitative-to-qualitative conversion and conceptual grouping module (section 2). 

(  Background knowledge:

The first step in creating of the spatio-temporal model is the choice of the proper space ontology as the base for the qualitative modelling. Domain expert gives attribute values to the qualitative regions in the scene of the interest and choose characteristic behaviours video inserts (section 4).

( Quantitative-to-qualitative behaviour conversion:

Quantitative-to-qualitative conversion of the tracking data is based on the spatio-temporal model. Complex quantitative behaviour is divided into several simple quantitative behaviours of equal time duration (t. Each of these samples is converted to the qualitative behaviour on the base of spatial and temporal ontology and depending on expert choices of the attributes. The new qualitative state is added to the qualitative behaviour when a qualitative change of some attribute is detected (section 4).

( The unsupervised behaviour conceptual grouping:

This module determines the similarity of qualitative behaviours implementing the hierarchical grouping method [5] (section 5).

(  Characteristic behaviours modelling:

Characteristic behaviours are modelled and used in the behaviour recognition phase.

( Marking the behaviour groups: 

The task of the recognition of interesting behaviours is to find the connection between the characteristic qualitative behaviours given by an expert and qualitative behaviour groups obtained by conceptual grouping procedure.  

(  Qualitative spatial simulation:

On the base of the qualitative spatial model and the initial qualitative behaviour state, which is given by an expert through his interface, the tree of the qualitative behaviours is formed. The tree branches are then marked with the recognized characteristic behaviours. The marked behaviour tree is the base for the behaviour explanation generation and predicting of the future qualitative behaviour states.

(  Expert interface:

The possibility of event reconstruction using the simulation and predicting of the future system states is the base for development of tutoring systems for teaching experts [2].



4. The spatio-temporal model and quantitative-to-qualitative behaviour conversion



The information provided from existing tracking applications is, by nature, quantitative with the position and spatial extent of objects provided in picture coordinates. We use approximate regions, which are conceptually relevant to the physical structure of the domain.

��



Figure 1: Qualitative modelling procedure and tutoring simulator as the part of the dynamic vision system��

Figure 2: Elementary and complex qualitative 2D regions 
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Figure 3: a) Object motion description by sequence of symbols representing elementary samples (as the function of time); b) Qualitative orientation conceptual neighbourhood



For our problem the model of space and time is the base for the quantitative-to-qualitative conversion. The conceptuality of the grouping process is achieved by choosing qualitative attribute, which reflects the relationship between elementary attributes. Qualitative region transition table and qualitative orientation conceptual neighbourhood are given in Table 1, Figures 2 and 3 respectively. The prime rectangle is chosen as the proper spatial extension of object projection in 2D, so the object cannot change behaviour qualitative state inside this rectangle (for cause of orientation change).



Quantitative-to-qualitative conversion is based on the spatio-temporal model and the log-file. It produces complex quantitative behaviour, which is split into n simple quantitative behaviours of equal time duration (t. The conversion is done independently at the qualitative region level and qualitative orientation level. 



5. Qualitative behaviours conceptual grouping



Quantitative-to-qualitative conversion is a kind of grouping method, which converts a sequence of attribute vectors of time duration (t to a string of symbols from the finite alphabet.



Qualitative sample grouping is accomplished by the hierarchical grouping method [5]. It is based on the Levenshtein distance. Quantitative-to-qualitative conversion is accomplished on the base of the time

TABLE 2

GROUPING RESULTS FOR QUALITATIVE REGION TEMPORAL CHANGE

Laboratory animal class

(tr-treated, ntr-nontreated; 0-3 observation number)�Number of significant groups / total number of groups��tr0�2 / 28 ��tr1�3 / 6 ��tr2�4 / 5 ��tr3�1 / 26 ��ntr0�0 / 63 ��ntr1�0 / 37 ��ntr2�0 / 47��ntr3�1 / 42 ��

TABLE 3

BEHAVIOUR PROTOTYPES FOR QUALITATIVE REGION TEMPORAL CHANGE  (55000 frames)

tr0,S�aabfefaabfefabaa, 

abfcdfabfcdfabfcdfa��tr1,S �afefcddfabfcdfdfaa,

bfcdfabfcdfabfcdfaabfcd,

efcfbafefdcfbabfefdfaabfcdf ��tr2,S�dfabfcddfaabfcdd, 

cdfabfcfdfabfcdfabfefcdfe,

afdcfbafdcfefbafdcfefaf,

cfefbabfefcdfabfcdfefabfcdfa ��tr3,S�dfaaabfcdddfa  ��ntr0 �bbbbbbbbb ��ntr1 �aaaaaaaaa, bbbbbbbbb ��ntr2 �aaaaaaaaa, bbbbbbbbb  ��ntr3,S �aaaaaaaaa ��

attribute, qualitative region and orientation background knowledge (Fig. 2). Video sequences range from 55000 to 60000 frames ((50-55 minutes). Qualitative behaviour duration (t is 27.7 s (500 frames  / 18 frames * s-1). When new qualitative state is detected, regarding qualitative region change, qualitative region symbol is added to the sequence of qualitative states. If new qualitative state is not detected longer than 50 frames, the same symbol is added to the sequence again. Table 2 gives an overview of the obtained results for grouping procedure for treated (tr0-tr3 observation type) and nontreated (ntr0-ntr3 observation type) laboratory animals regarding qualitative region temporal change. Significant groups are those with the number of behaviour patterns greater than the number of groups. Table 3 show behaviour group prototypes for observations of type tr and ntr. Behaviour group prototype is chosen as group centre. Groups are significant in case of behaviour observations marked with second index ‘s’. Figures 4 and 5 show "heat maps" for treated and nontreated object motion (last 15000 frames of motion). On the base of these results we can conclude that the choice of attributes based on the background knowledge has in great deal influenced the group description. So the hierarchical grouping algorithm based on the complex attributes rather than simple attributes can be considered as conceptual grouping. This conceptual grouping property makes easier the behaviour recognition, interpretation and prediction task. The results for qualitative orientation which is considered on the lower level of granularity (complex qualitative region level) are given in Tables 4 and 5. Video sequences used in grouping procedure now range from 5000 to 6000 frames (( 4.6-5.6 minutes) and (t = 2.78 s.



�

Figure 4: "Heat map" for period of 15000 frames (last 13.9 minutes) for observation tr2 (treated animal)



�

Figure 5: "Heat map" for period of 15000 frames (last 13.9 minutes) for observation ntr1 (nontreated animal)



TABLE 4

GROUPING  RESULTS FOR QUALITATIVE ORIENTATION TEMPORAL CHANGE

Laboratory animal class

�Number of significant groups / total number of groups��tr0�2 / 20��tr1�2 / 28��tr2�2 / 13��tr3�1 / 39��ntr0�0 / 62��ntr1�1 / 29��ntr2�2 / 6��ntr3�3 / 6��

TABLE 5

BEHAVIOUR PROTOTYPES FOR QUALITATIVE ORIENTATION TEMPORAL CHANGE (5000 frames)

tr0,S�111155 , 333333��tr1,S�707071777, 117777, 666332323��tr2,S�115111, 443432121070��tr3,S�555555 ��ntr0 �5151115��ntr1,S�555555��ntr2,S�71333555, 06767777, 30104213233465��ntr3,S�7157731001, 1107070701703, 011212123656434��

6. Conclusion



This work is focusing on the discovery of the qualitative model for the observed behaviour in the scene. Discovered qualitative models and qualitative spatial simulation are the basis in reasoning about the object behaviour. Future research will be concerned with the modelling of the groups resulting from unsupervised grouping procedure.
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