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ABSTRACT: In this work I present a Prolog program MARK, I developed, for the simulation of dynamic systems capable of qualitatively explaining the simulated system. To generate qualitative explanation, the program combines a numerical and a qualitative simulator. The program was tested on a number of simple ecological models.


	Jørgensen introduces a crucial problem for this work - the estimation of system parameters in simulation, which could guide the process toward desired behaviour.


	The QSIM algorithm is usually used for qualitative simulation based on QDE and gives symbolic description of system behaviour. That is the reason why such simulation is a more suitable basis for explanation generation than common numerical simulation. At the same time Kuipers’ algorithm has known disadvantage, generating besides real also fictious behaviours. This work is an effort also towards solution or at least diminution of the mentioned problem.








MARK - Simulacijski sustav za procjenu parametara u simulaciji dinami~kih sustava





SA@ETAK:  U ovom radu predstavljam program u Prologu MARK, koji sam razvila za simulaciju dinami~kih sustava, a sposoban je za davanje kvalitativnih obja{njenja simuliranog sustava. U svrhu generiranja kvalitativnih obja{njenja program kombinira numeri~ki i kvalitativni simulator. Program je testiran na jednostavnim ekolo{kim modelima.


	Jørgensen uvodi problem koji je bitan za ovaj rad - procjena parametara sustava u simulaciji, koja mo`e voditi proces prema `eljenom pona{anju.


	Algoritam QSIM se obi~no koristi za kvalitativnu simulaciju temeljenu na kvalitativnim diferencijalnim jednad`bama i daje simboli~ki opis pona{anja sustava. Zato je takva simulacija prikladnija za generiranje obja{njenja nego obi~na numeri~ka simulacija. Istovremeno, Kuipersov algoritam ima poznati nedostatak da pored stvarnih generira i nestvarna pona{anja. Ovaj rad predstavlja i poku{aj rje{avanja ili barem smanjenja spomenutog problema.





�
1. Introduction





	Jørgensen (5( introduces a crucial problem for this work - the estimation of system parameters   in   simulation,   which   could


guide the process toward desired behaviour. Jørgensen presents a large space of interesting ecologic dynamic systems, thus providing an initial motivating framework for the research.


	The QSIM algorithm [6] is usually used for qualitative simulation based on QDE and gives symbolic description of system behaviour. That is the reason why such simulation is a more suitable basis for explanation generation than common numerical simulation. At the same time Kuipers’ algorithm has known disadvantage, generating besides real also fictious behaviours. This work is an effort also towards solution or at least diminution of the mentioned problem.


	One important problem is the need for intelligent tutoring systems and learning environments for education and training  [4] - such a simulation system named MARK is developed (figure 1).
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Figure 1: The structure of a new tutor simulator simulation system MARK





2. Qualitative analysis of dynamic systems by “intelligent” numerical simulation





	“Intelligent” numerical simulation algorithm is based on the following hypothesis for system described by system of n ODE and for m coefficients. 


Hypothesis: QualitativeBehaviour(k1, k2, ..., km) = QualitativeBehaviour(k1+(, k2, ..., km)  (  ((, 0<=(<=(, QualitativeBehaviour(k1+(, k2, ..., km) = QualitativeBehaviour(k1, k2, ..., km)





This is interpreted as:   


If two behaviours are qualitatively equal for two coefficient value combinations, where one coefficient has its values at the bounds of interval Delta, keeping at the same time all other coefficient constant, then all behaviours obtained by changing the varying coefficient are qualitatively equal to those at bounds of Delta, for every step Epsilon with given properties. (figure 2)


	The hypothesis is tested for every coefficient, in order to observe hypothesis “probability” in dependence of interval Delta, which is decreasing by bisection. 
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Figure 2: Testing hypothesis for coefficient k1





	Corresponding “probability” for each Delta, obtained for small enough step Epsilon, is expressed as the proportion of the number of qualitatively equal behaviours (EqualB) and the number of the qualitatively different behaviours (DiffB), in comparison to those at Delta bounds. Conclusions about coefficient sensitivity are made, using the data from the hypothesis test results. The goal is to find DeltaMin (and respective Epsilon), whose proportion DiffB/EqualB is small enough to satisfy the hypothesis condition.


	Hypothesis test shows (for an ecosystem with feedback whose conceptual diagram is given in figure 3) that it is sufficient for coefficient k4 to choose Delta=0.000999 (table 1), to obtain constant behaviour on Delta for Epsilon defined as in hypothesis. In the case of coefficients k1, k2 and k3 further sensitive analysis is desirable, so the DeltaMin - bisection condition limit should be decreased (also respective small step Epsilon).
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	So, having at points A, B, C and D (figure 2) qualitatively equal behaviours, and (k12-k11) and (k22-k21) less than corresponding satisfactory Delta values from hypothesis test, the conclusion could be made that at all points inside marked rectangle behaviours are qualitatively equal, keeping the coefficient other than k1 and k2 constant. In this way it is possible to analyse a given system through discovering all possible qualitatively different behaviours. However, this method is limited by the restricting bisection condition (the size of minimum Delta - DeltaMin), by the size of small step Epsilon, and by the computational complexity of the algorithm. 





Figure 3: Conceptual diagram of an ecosystem with feedback





Coefficient �
Delta�
Worst proportion value W�
Average proportion value A�
�
k1�
0.000999�
   13.0�
   13.0�
�
�
0.0004995�
    6.0�
    4.25�
�
�
0.00024975�
all_different�
all_different�
�
k2�
0.0999�
    0.4�
    0.4�
�
�
0.04995�
    0.75�
    0.375�
�
�
0.024975�
    2.0�
    0.5�
�
k3�
0.000999�
    0.272�
    0.272�
�
�
0.0004995�
    0.75�
    0.375�
�
�
0.00024975�
    2.0�
    0.625�
�
k4�
0.000999�
    0.0�
    0.0�
�



Table 1: Hypothesis validation depending on (, for an ecosystem with feedback
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3. Qualitative simulation





	Kuipers [6] describes a qualitative simulation algorithm QSIM, which is guaranteed to predict all real behaviours of system consistent with the model. However, the QSIM algorithm may not be sufficiently powerful to filter out all inconsistent - spurious behaviours.	This work is an effort also towards solution or at least diminution of the mentioned problem, using the “intelligent” numerical simulation algorithm. The version of the Prolog program SI2LOGIC, based on the QSIM kernel qualitative simulation algorithm, which is used by MARK, was programmed by Alen Var{ek and modified by prof. Ivan Bratko [2].





3.1. An implementation of the “intelligent” numerical simulation algorithm - improving QSIM predicting method





	“Intelligent” sampling algorithm is used to search for at least one coefficient combination for every qualitative behaviour QSIM has predicted. It is desirable that algorithm marks all real behaviour tree branches. (figures 4 and 5). In that way the algorithm improves QSIM behaviour predicting method. 


	Marking the QSIM qualitative behaviour tree for given QDE model and initial state, has reduced the behaviour tree. Only really possible behaviours are retained. These are marked by a corresponding combination of parameter values. As a test model an ecosystem with feedback  has been used, and the results are given in table 2. For each tree level the value in first column represents the number of total system states predicted by QSIM and the value in the second column represents marked system states at that level. Because of computational complexity, test is completed only for Depth=3.


	In order to obtain more precise results (not to skip real behaviours), coefficient values are varied in small enough steps, dependent on coefficient sensitivity (obtained earlier by hypothesis test). Because of computational complexity and overflow problems coefficients change their value in rather narrow intervals.


	Experts could benefit from marked tree noticing rules that govern the relationships between the coefficients.





�EMBED MSDraw  \* MERGEFORMAT���





Figure 4: Marking the QSIM qualitative tree
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Figure 5: Marked QSIM behaviour tree


Tree level�
Number of system states predicted by QSIM�
Number of system states marked as real�
�
0�
1�
1�
�
1�
1�
1�
�
2�
1�
1�
�
3�
2�
1�
�









Table 2: Real and spurious states at tree levels for an ecosystem with feedback


4. Generating behaviour explanations





	MARK generates following explanation for the behaviour of the prey biomass in the “predator-prey” ecological model (figure 6).  Conclusion about behaviour periodicity is made:


Prey biomass is between 0 and a0 decreasing, is between 0 and a0 reaching local minimum, is between 0 and infinity increasing, is between a0 and infinity reaching local maximum, is between a0 and infinity decreasing. Behaviour repeats periodically.
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Figure 6: Dynamic behaviour of “predator-prey” ecological model (A=Prey biomass, B=Predator biomass)





5. Conclusions





	In my future work I intend to further improve QSIM predicting method, decreasing QSIM algorithm complexity, by combining qualitative and numerical simulation. It shows that there is a feedback, guiding the numerical simulation towards a satisfactory qualitative behaviour (figure 7), which is at present only manually exploited (potentially automated).
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Figure 7: Interaction between numerical and qualitative simulation 
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